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Philippe

® Jour speaker this afternoon!

o Yolutions Architect @ stronomer, Inc. (we develop
Apache Airflow commercially

o Previously data engineering in the financial sector

o Last even atfended pre-covid: Presto Summit NYC



https://www.astronomer.io/

Owr agenda foday

e [he transition from a traditional to a federated data mode
* [rino is not just for analytics
* Introducing Apache Airtlow to orchestrate lrino queries

* dructuring Irino workloads on Apache Airtlow



Traditional Approach
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Traditional “PP"OQL“

o A central team has to be responsible for bullding an integration between a producer team and a central data platform
o [he data team views the producer's data from an external point of view and is further removed from the business context

o [he integrations they build are exposed to unpredictable changes in the source database, and while attempting to keep up
with said changes, the data team can easily become a bottleneck for the business

t
Jacob Matson @matsonj@data-folks.masto.hos

&

X

[ data
everyone trying 1o shift operations left but not
engineers right smh 3£ <

4:02 PM - Oct 24, 2022 - Twitter Web App

@matson]




Federated data (ayer approach
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Modest clhuwter, ~$"2 Y dug}

Instances (8) info

Q. Find instance by attribute or tag (case-sensitive)

X Clear filters

] Name

v |

] amazing-mon...

] amazing-mon...

] amazing-mon...

] amazing-mon...

] amazing-mon...

] amazing-mon...

] amazing-mon...

] amazing-mon...

Instance ID
i-0ab0f2ff0745eb508
i-0936c887bbbc1983b
i-04416d1480efd1c24
i-0cfd6785b0ade7cd5
i-067edeceab0df81ea
i-0ac35246bb81d0741
i-072f0c0a290d9%eb2f

i-0fa2d8d1d37699a64

Instance state

® Running
® Running
® Running
®& Running
® Running
® Running
® Running
® Running

C

v |
QQ
QQ
QQ
QQ
QQ
QQ
QQ
QQ

Instance type

r5b.xlarge
r5dn.xlarge
rSn.xlarge
i4i.xlarge
réid.xlarge
réid.xlarge
r5.xlarge

r5.xlarge

Instance state V¥

s il

Status check |
® 2/2 checks passed
® 2/2 checks passed
® 2/2 checks passed
® 2/2 checks passed
® 2/2 checks passed
® 2/2 checks passed
® 2/2 checks passed

® 2/2 checks passed
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Trine b not judt for analytics

* Fast, in-memory processing engine with newly introduced fault-tolerant functionalities for queries

e Lofs of connectors built-in and flexible 3Pl allows users to roll their own as long as data can be represented in tabular

format
o |t built-in dIL functions are not good enough, its possible to implement transtormations using user defined functions

* Run transformations that add value without having to explicitly move data to intermediate systems



Bul Aomelimed iF needdy a hand

Designing heavy batch workflows to run on Batch workloads often have complex

= Tt was challenging and required abm | iterdeoendencs and seauen
u'-‘ N0 WSSCS@HQIHQ an reqmre edams nter epen encyles‘an Sequeﬂcmq

with specific skillets. % equirements. %

They are also often mission-critical processes

@ and their failure needs o be logqed, alerted @ I order to do H”i? e e orchestrafor
= such as Apache firflow
and handled



What i» Air.,(ow?

An open-source platform for
developing, scheduling, and
monitoring batch-oriented

workflows

s a plattorm to
programmatically define, author,
schedule and monitor workflows.

Uriginally developed at Airbnb by

Max Beauchemin to orchestrate

their batch workloads.

Open-sourced since 20T under
the Apache foundation umbrella

Introduced the concept of defining dtrong communty, constantly Used by organizations everywhere,
orchestration workfows as python [ evolving {28k github €', 10M from small startups to F500

code. downloads a month on PyP)) companies.




What 1» a DAG? Helfo wor(d.

from datetime import datetime

from airflow import DAG
from airflow.decorators import task

from airflow.operators.bash import BashOperator

# A DAG represents a workflow, a collection of tasks
with DAG(dag_id="demo", start_date=datetime(2622, 1, 1), schedule="6 @ * * *") as dag:

# Tasks are represented as operators
hello = BashOperator(task_id="hello", bash_command="echo hello")

@task()
def airflow():

print("airflow")

# Set dependencies between tasks
hello >> airflow()



R Airflow DAGs Security Browse Admin Docs 21:11 UTC RH

Nonﬂ ot
Active @) = Paused @)

DAG Owner Runs Schedule Last Run Recent Tasks Actions Links
example_bash_operator . .08- nl
O arow () 00+ 2020-10-26, 21:08:11 @ (5) » C O
example example2
0 o example_branch_dop_operator_v3 airflow e » C ©
example
example_branch_operator X —
airflow @ @daily 2020-10-23, 14:09:17 11 » C ' O
example example2
A e airflow  ()( ) (D 2020-10-26, 21:08:04 (:) a » c gl -
example example2 example3
@ example_external_task_marker_child airflow @ None 2020-10-26, 21:07:33 2 » c g o e
@ example_external_task_marker_parent airflow @ None 2020-10-26, 21:08:34 @ » C O
le_kub t t -
o example_kubernetes_executor airflow None » & O
example example2
example_kubernetes_executor_config . p— —
airflow @ None 2020-10-26, 21:07:40 5 » C O .
example3
C example_nested_branch_dag airflow < > @daily 2020-10-26, 21:07:37 9 » C O
example
I i ia_test d -
example_passing_params_via_test_comman airflow peeen » & 1§

example



ai

‘ R Airflow DAGs Security Browse Admin Docs 10:46 PDT (-07:00) FB
B schedule:00**+
O example_bash_operator
® Tree *3 Graph (3 Calendar & Task Duration 1 Task Tries <\ Landing Times = Gantt A\ Details <> Code » C
0 D 2021-06-02T09:27:27-( Runs 25 v Run manual__2021-06-02T16:27:26.797940+00:00 v  Layout Left > Right v 1«
BashOperator A DummyOperator running up_for_retry ' | up_for_reschedule | | upstream_failed |  skipped | scheduled | no_status
' M m Auto-refresh =~ C

runme_0 ]\[ also_run_this
runme_1 H run_after_loop ]—' run_this_last

runme_2 this_will_skip /




x Airflow  DAGs  Security  Bewen  Adein Pann 21:32 EDT (-04:00) RH
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Sruckuring Trino workfoads on Airyfow

o A basic DAG

o Sharded DAG

e Dynamic task mapping

* |5 this necessary with fault-tolerant execution’

o [ata-aware scheduling



¢ Airflow DAGs Datasets Browse v Admin~ Docs ~ Astronomer ~

B aA i‘/ DA 6 O brute_force_dag
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o Ihis is the simplest approach

TrinoOperator [deferred] [failed] [queue(

o Consists of running long, expensive queries on [rino as
single Airflow task

o Jask failures are handled by the built-in Airflow retry _ \

meChamsm- proces_deposits —» compute_account_balances —» compute_margin_req
o Main problems with this approach are that a lot of compute /
resources can be wasted if 3 task Tails, and unreliable process_withdrawals

landing times



The baric DAG

default_args = |

‘owner - ‘me

start_date'- pendulum datetime(/071, 1,7, tz=UIC),
relries - J

‘retry_delay'- timedeltalminutes=T5)
catchup - False,

"omall_on_failure" True,

‘template_searchpath- ‘terplates’,

J
with DAG(dag_id="simple_dag’,
schedule_interval='@daily',

default_args=default_args
) as dag

process_deposits = IrinoUperatorf
task_id="process_deposits,
trino_conn_id=trino_default’,

sql="templates/ process_deposits sqf' |:>

handler=list
)

<2

[process_deposits, process_withdrawals, net_trades] >>
compute_account_balances >> compute_margin_reqs

process_deposits sql-

nsert nto lake banking cash_postion_offets
select tradingid as account_id,

trans ate, as date,
sumitrans credits) as credits,
sum(trans debits) a5 debits
from bankteam_app public ransactions trans

p'm mappmgdbpubhc.accountmappmg m on trans.id = m bank_id
Join trading_db.account trading on tradingd - m.trading_id ‘
where trans date >= llogical_date] %

group by tradingid, trans date



or

o This technique consists of splitting a long, expensive query into logical components, which output to durable storage.

SWM A"rufj’u"b o These "query components are orchestrated by an orchestrator such as Apache Airflow

o This allows the orchestrator to retry a smaller set of tasks in case of failure.

deferred | |failed] |queued| removed |restarting| |running q

= s ————— s laane B —

compute_accounts_positions

v

compute_margin_reqs



Sharded DAC

for bank_account_group in (00T, "00Z', 003, 004", 005", * o o e oo
006", "007, 008", 007", "010'}

S . I
with Task6rouplgroup_id=Fbank _accounts_{bank_account_group!) as group_ J[aSk_ld—}[ Procegg_depogktg_[accouﬂt_quUPJ /

deposits_task, withdrawals_task = _create_bank_tasksbank_account_group) trino_conn_id="rino_default,
sql="templates/process_deposits sql'
group_ >> compute_account_balances nandler=s,
Il Il
arams={ account_qroup - account_qrou
for trade_account_group_prefix in [, 8", 'C", "D’} P [ Jroup - P}/

with TaskGrouplgroup_id=Ftrading_accounts_{trade_account_group_prefix]) as group_. )
net _trades_task = _create_trade_group_tasks{trade_account_group_prefix)

process_withdrawals = Irino0perator{

[ ::;\ 0CSS W d W J Il
gup. >> cmpute_zccout_baknes task_id=T'pr cuis ithdrawals_{account_groupf,
trino_conn_id="trino_default’,
compute_account_balances >> compute_margin_reqs sq/="templates/process_withdrawals sql,
handler=list,

params=| account_group”: account_group),



Templated QL Guery

create table lake banking.cash_posttion_offsets-{params account_group|~[run_id] as
select tradingid as account _ig,
trans date, as date,

sumlrans crediits) as credits,

sumifrans debits) as debits
from bankteam_app public transactions trans
join mappingdb.public.account_mapping m on transid = mbank _ic
join trading_db.account trading on tradingid = m trading_id
where trans date between {data_start_intervalll and {[data_end_intervall
and trans.d fike 7 params.account_group
group by trading.id, trans date



Dynamic taprk mapping

Alows DAG authors to generate tasks at runtime

2022-11-10, 18:09:15 O 25 v All Run Types v All Run States v Clear

based on current data, rather than having to know ) D =

ahead of time how many tasks would be needed.

get_banks [ A B N N
process_deposits [ ]

process_withdrawals [ ]
get_brokerages

net_trades [ ]
compute_accounts_positions
compute_margin_reqs



DAG code

o | interval=None, default_args=default_args) as dag ( |
E D%(tdag\d— o process_deposits, process_withdrawals, net_trades
@lask .
ge{ get_banks) >> compute_account_balances
return IrinoHook().get_records| >> compute_margin_regs

‘select bank_id from portfolio_ops_db public.banks
|

process_deposits = Trino@perator. Pa rJU d l(

task _id=F"process_deposits’,

{rino_conn_id="trino_default’,

nsert into lake banking cash_positon_offets
select frading d ag account_id,
trans date, as date

sum(trans credis) as credits,

sumitrans. debits) as dehits
from bankteam_app public ansactions trans
join mappmgdbpubhcaccountmappr’ng M on transid = m bank_iq
Join trading_db account brading on tradingd - m.trading_id
where trans date 5= (logical_date]
and {rans counterparty.bank = 7

9roup by tradingid, trans date

n
sql="templates/process_depositssql’
handler=list

>eXPa ﬂ d(pararﬂeter&get~ ba ﬂ kS()}




Craph view

get_brokerages —® net_trades|[]

/ process_deposits[] —® compute_accounts_positions —® compute_margin_reqs

[ get_banks ]

\P process_withdrawals [ ]




Faull-Tolerant execution on Trino

* Introduces task and query based retries in [rino
* Retry policy confiqures whether lrino refries whole queries, or individual tasks within a query
o [ask-based retries are appropriate for large batch workloads, but can introduce overhead for small queries

o [ask-based retries require an exchange manager to be configured. This component is responsible for spooling task data for

fault-tolerant execution.

* [he exchange manager should use object storage as a backend for scalability



Trino

* [rino queries are split info a series of stages

o [hese stages are split into tasks which are the

actual execution units of a lrino query

* With a proper exchange manager configured
task output is spooled to shared storage




Data-aware ycheduling

* |n version 24, Airtlow introduced "data-aware scheduling” as a feature

o A dataset is a stand-in for a logical qrouping of data
* Alows DAbs to be scheduled based on another task updating a dataset

* |n a Irino setting, this allows a team to launch a batch job that consumes a dataset produced by another team based on
interdependent transformations in a decoupled yet explicit way



Data-aware DAG code

Defining outlets Consuming datases
compute_account_balances = Trina0perator |
taskjd:{”compute,accountsjg)amces“,‘ with DAG(
shqaim-dfjrlic&?puteaccoumtsbaames_sw/ daq_idZ"Hskjeam_batch_pbs”/

outlets={Datasel{ trino://lake analytics account_balances’)

)

@lask{outlets={Dataset( trino:/ /lake.analytics account_margin_reqs )}
def compute_margin_requirements() de{ault_args=de{ault_arg3/

schedule={Datasel{ trino.//lake analytics account_balances')]

) a5 dag



Dala-aware DAG Achedule

. i Dataset
risk_team_batch_jobs me 0 of 1 datasets updated




Datadely view

&« > C @ astronomer.astronomer.run

{ Airflow DAGs Datasets Browse v Admin~ Docs v Astronomer v

Datasets

URI® LAST UPDATE ™~

trino://lake.analytics.account_balances
Total Updates: 0 fi§ accounts_team_batch_job

trino://lake.analytics.account_margin_reqgs
Total Updates: 0

((J

trino://lake.analytics.account_balances

"8 risk_team_batch_jobs

€  trino://lake.analytics.account_margin_regs



Takeaway)

* [he "brute force” method to running Trino s e Dynamic task mapping is a great way to structure
viable, but task-Dbased fault tolerance should be your workilows if you need to adapt their
enabled on your cluster structure at runtime.

* |n fact, | would recommend enabling task-based ~ You can produce “datasets” so that other Airflow
ault tolerance by default it your tasks run for over — users within your org can use your data products

~

fteen minutes on average efficiently with data-aware scheduling

* [ring task-based fault tolerance reduces the need
for shards in your code



1?
(Juestions? | can answer

Myow! s

deach out fo me on:

dlack, Iwitter, Linkedln, Emal, Phone, Signal, Telegram, Mastodon, Facebook, Instagram, or even offline.



https://trinodb.slack.com/team/UFWEC5TQA
https://twitter.com/pgag_
https://www.linkedin.com/in/pfgagnon/
mailto:philgagnon1@gmail.com
tel:+15145157530
tel:+15145157530
tel:+15145157530
https://mstdn.social/@pg
https://www.facebook.com/pgagn
https://www.instagram.com/pgagn_/

